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Abstract
Because the manual counting of soybean (Glycine max) plants, pods, and seeds/pods

is unsuitable for soybean yield predictions, alternative methods are desired. There-

fore, the objective was to determine if satellite remote sensing-based artificial

intelligence (AI) models could be used to predict soybean yield. In the study, multiple

remote sensing-based AI models were developed for soybean growth stage ranging

from VE/VC (plant emergence) to R6/R7 (full seed to beginning maturity). The abil-

ity of the deep neural network (DNN), support vector machine (SVM), random forest

(RF), least absolute shrinkage and selection operator (LASSO), and AdaBoost to

predict soybean yield, based on blue, green, red, and near-infrared reflectance data

collected by the PlanetScope satellite at six growth stages, was determined. Remote

sensing and soybean yield monitor data from three different fields in 2 years (2019

and 2021) were aggregated into 24,282 grid cells that had the dimensions of 10 m

by 10 m. A comparison across models showed that the DNN outperformed the other

models. Moreover, as crops matured from VE/VC to R4/R5, the R2 value of the mod-

els increased from 0.26 to over 0.70. These findings indicate that remote sensing data

collected at different growth stages can be combined for soybean yield predictions.

Moreover, additional work needs to be conducted to assess the model’s ability to pre-

dict soybean yield with vegetation indices (VIs) data for fields not used to train the

model.

Abbreviations: AI, artificial intelligence; DNN, deep neural network; LASSO, least absolute shrinkage and selection operator; NIR, near-infrared; RF,

random forest; SVM, support vector machine; VI, vegetation index.
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1 INTRODUCTION

Farmers and agronomists have estimated soybean (Glycine
max) yield by counting the number of plants, pods per plant,

and seeds per pod in relatively small areas and extrapolating

to whole field areas. This information, while interesting, is

labor-intensive and may not provide useful and accurate infor-

mation when applied to the whole field scale. For example, de

Souza et al. (2023) reported that to assess a plant’s phenotypic

characteristic, four traits from 21 soybean plants contained

within a 2.7-m2 area should be assessed. However, when this

sampling protocol, designed for small plots, is extended across

fields that may be greater than 650,000 m2 (65 ha), the sam-

pling requirement quickly becomes unmanageable. Therefore,

an alternative approach to estimate soybean yield is needed for

precision agriculture.

Previous efforts to predict soybean yield include using

artificial intelligence (AI), specifically deep neural network

(DNN) models, and regional data collected at the county

level (Khaki et al., 2021; Sun et al., 2019). For example,

Sun et al. (2019) predicted soybean yield at the county scale

based on weather, moderate resolution imaging spectrora-

diometer (MODIS) surface reflectance, and historical yield

data. Similarly, Khaki et al. (2021) created an AI model to

predict corn (Zea mays) and soybean yield at the county scale.

While these efforts provide meaningful data, it is unlikely

that these models can provide useful information at the field

scale. Therefore, the purpose of this study is to fill this gap

and develop models that employ AI techniques using remotely

sensed data to make soybean yield predictions. Our hypothesis

was that AI techniques, when used with satellite-based plant

reflectance indices, can provide reliable yield estimates. The

specific objectives of this study were to (1) identify AI mod-

els that best predict field-scale soybean yield using remotely

sensed plant reflectance indices data, (2) determine the opti-

mal soybean growth stages at which the remote sensing data

should be acquired, and (3) develop a pipeline for processing

and feeding remotely sensed data into AI models for soybean

yield estimation.

2 MATERIALS AND METHODS

2.1 Selection of study sites

The study sites were located within the South Dakota coun-

ties of Edmunds, Hamlin, and Miner (Figure 1a). These are

located on the border between the Dfa (hot summer humid

continental climate), Dfb (warm summer humid continental

climate), and Bsk (cold semi-arid) Koppen climate regions.

The crop rotation at all sites was corn (Zea mays), followed

by soybeans, and the fields were chisel plowed, disked, and

planted. Weather data were obtained from the NOAA web-

site, where the respective weather stations for Edmunds,

Core Ideas
∙ Remote sensing-based artificial intelligence (AI)

models can estimate soybean yield.

∙ Of the AI techniques tested, the deep neural net-

work (DNN) generally explained the most yield

variability (R2).

∙ Yield predictions were improved by combin-

ing satellite images collected at multiple growth

stages.

Hamlin, and Miner counties were located at (45.441975˚,

−98.751588˚), (44.72683˚, −97.02859˚), and (44.004956˚,

−97.629446˚), which are 17.5, 15, and 6.5 miles from the

study sites, respectively (National Oceanic and Atmospheric

Administration (NOAA), National Centers for Environmental

Information, 2022).

At the Edmunds County (Figure 1b) field, the soil texture

was silt loam (USDA-NRCS, 2023). Soybean was planted

in this 41.1 ha field on May 20, 2019 and June 2, 2021,

and harvested on October 26, 2019 and October 17, 2021,

respectively.

At Hamlin (Figure 1c), the soil texture was a silty clay loam

(USDA-NRCS, 2023). At this 53-ha site, soybean was planted

on May 7, 2019 and harvested on October 18, 2019. In 2021,

soybean was planted on April 20 and harvested on October

22.

At Miner (Figure 1d), the soil texture was loam (USDA-

NRCS, 2023). The total field area was 39.4 ha. In 2019, the

field was planted on April 24 and harvested on October 27,

whereas in 2021, it was planted on April 20 and harvested on

October 7.

2.2 Selection of remote sensing platform
and high-resolution imagery

Of the many space-based sensors to choose from, PlanetScope

was selected because it has high spatial (3.12 m × 3.12 m) and

temporal (daily) resolution and provides multispectral images

(blue [455–515 nm], green [500–590 nm], red [590–670 nm],

and near-infrared [780–860 nm]; Jain et al., 2016; Planet

Team, 2017; Yang et al., 2012). The Ortho Scene-Analytics

(Level 3B) surface reflectance imageries are orthorectified,

radiometrically calibrated, and atmospherically corrected

products that capture the reflectance characteristics of the

lower atmosphere (Frazier & Hemingway, 2021; Houborg &

McCabe, 2018; T. P. Kharel et al., 2023). Between planting

and harvesting in 2019 and 2021, six cloud-free images at

six growth stages (VE/VC [June 10]; V1/V3 [July 2], R1/R2

[July 24], and R2/R3 [August 10], R4/R5 [August 25], and
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JOSHI ET AL. 3

F I G U R E 1 South Dakota County map (a) with the Edmunds (b), Hamlin (c), and Miner (d) study sites. Green dots on the map (a) represent the

location of each study site.

R6/R7 [September 10]) were acquired. Because the images

were chosen on the same dates each year, variations in geo-

graphic location, planting dates, and seasonal weather may

have resulted in slight variations in soybean growth stages

across the six site years.

2.3 Yield data

Georeferenced yield data were collected with a calibrated

yield monitor system at each site following recommended pro-

tocols (T. Kharel et al., 2018). At all study sites, the John

Deere combine harvester equipped with a yield monitor sys-

tem had a header width of 9.1 m. The distance between each

yield data point across all three sites ranged from 1.5 to 1.8

m apart. Following data collection, the data were cleaned to

remove issues associated with sensor delays, yield extremes,

and start and end pass delays using SMS Advanced software

(Ag Leader Technology; Cho et al., 2021; Dobermann & Ping,

2004; T. Kharel et al., 2018). All data were adjusted to 13%

moisture.

2.4 Data preprocessing and feature
selection

The overall steps and processes utilized during data prepro-

cessing and model development are provided in the model

pipeline outlined in Figure 2. After collecting PlanetScope

images and yield monitor data at all sites, a region of inter-
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4 JOSHI ET AL.

F I G U R E 2 Model pipeline implemented during analysis. ML,

machine learning; RMSE, root mean square error; VI, vegetation index.

est was created by dividing each field into 10-m by 10-m

grid cells. Depending upon field size, total grid numbers were

3281, 5246, and 3614 at the Edmunds, Hamlin, and Miner

sites, respectively. Over the 2 years and three sites, the total

number of grid cells was 24,282.

After dividing fields into grid cells, the datasets were

aligned by assigning the appropriate georeferenced remotely

sensed reflectance data and yield values into 10-m by 10-

m grid cells using the “Rasterio” library in Python (Bosch,

2019). On average, across all six site years, each field grid

cell consisted of approximately five to six yield data points.

Using the reflectance pixel values for each grid cell, 10 vege-

tation indices (VIs) were computed from each image (at each

growth stage). These VIs that were used as predictor variables

in the models were difference vegetation index (DVI), green

chlorophyll vegetation index (GCI), green normalized dif-

ferential vegetation index (GNDVI), normalized differential

vegetation index (NDVI), normalized difference water index

(NDWI), normalized red–green difference index (NGRDI),

renormalized difference vegetation index (RDVI), ratio veg-

etation index (RVI), soil adjusted vegetation index (SAVI),

triangular vegetation index (TVI), and visual atmospheric

resistance index (VARI) (Table 1).

After data acquisition, the soybean yield and VIs

reflectance dataset for each field and year were randomly

split into training (80%) and validation (20%) components.

Following splitting and before developing the AI models,

irrelevant VI’s (predictor) variables were removed using the

recursive feature elimination with cross-validation (RFE-CV)

method (Granitto et al., 2006). Beginning with every feature

in the training dataset, RFE-CV deletes features one at a time

until the best set of predictor variables is achieved.

2.5 AI model development

Many AI techniques have been used in agricultural research

to predict soil and plant characteristics (Acharya et al., 2021;

D. R. Joshi et al., 2022; Sharma et al., 2022). Of these models,

we selected DNN, Support Vector Machine (SVM), Ran-

dom Forest (RF), Least Absolute Shrinkage and Selection

Operator (LASSO), and AdaBoost approaches for additional

research. The DNN has a multilayer perceptron that is com-

posed of multiple, non-linear layers and transforms raw data

into a higher level representation (Joshi et al., 2023b; Khaki &

Wang, 2019; LeCun et al., 2015). As the network gets deeper,

it extracts more complex features that may improve prediction

accuracy. The architecture of DNN is composed of hidden lay-

ers, neurons or nodes, activation functions, and input data that

are passed from the input layer to the hidden layers, whose

weights are used to store information (Muruganantham et al.,

2022). An advantage of the DNN architecture is that it has

been very successful at developing models to map complex

datasets. In addition, DNNs such as those developed by Ball

et al. (2017) and Schmidhuber (2015) have been used to cre-

ate yield prediction algorithms based on crop reflectance. One

major disadvantage is that it is difficult to explain how the

results were obtained.

The SVM creates a line, or hyperplane, capable of separat-

ing the training data into a known number of output classes.

The line or hyperplanes represent decision boundaries and

are often used to classify continuous outputs (Brereton &

Lloyd, 2010). However, the challenges associated with SVM

are computational complexity and memory requirements,

depending on the size of the dataset.

The RF is an ensemble learning method for regression

based on the recursive partitioning principle. In recursive par-

titioning, populations are split into sub-populations (i.e., deci-

sion trees), each with unique characteristics. The strengths

of the RF approach are that the accuracy and robustness of

the model generally improves with the number of trees in

the forest (Breiman, 2001). The RF approach has been used

to predict corn, wheat (Triticum L.), and potato (Solanum
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JOSHI ET AL. 5

T A B L E 1 Ten vegetation indices were calculated using remotely sensed plant reflectance data.

Index Source Formula
NDVI Rouse (1974)

NIR−Red
NIR+Red

GNDVI Moges et al. (2004)
NIR−Red
NIR+Red

TVI Broge and Leblanc (2000)
20(NIR−Green) − 200(Red−Green)

2
NGRDI Tucker (1979)

Green−Red
Green+Red

VARI Gitelson et al. (2002)
Green−Red

Green+Red−Blue
SAVI Venancio et al. (2019)

1.5(NIR−Red)
NIR+Red+ 0.5

GCI Gitelson et al. (2005)
NIR

Green− 1
NDWI McFeeters (1996)

Green−NIR
Green+NIR

RDVI Chen (1996)
NIR−Red√
(NIR+Red)

RVI Tucker (1979)
NIR
Red

DVI Richardson and Wiegand (1977) NIR − Red

Abbreviations: DVI, difference vegetation index; GCI, green chlorophyll vegetation index; GNDVI, green normalized differential vegetation index; NDVI, normalized dif-

ferential vegetation index; NDWI, normalized difference water index; NGRDI, normalized red–green difference index; NIR, near-infrared; RDVI, renormalized difference

vegetation index; RVI, ratio vegetation index; SAVI, soil adjusted vegetation index; TVI, triangular vegetation index; VARI, visual atmospheric resistance index.

tuberosum) yields at global and regional levels (Jeong et al.,

2016). However, a weakness of the RF approach is that it

can over smooth predictions when the training datasets are

relatively small (Koparan et al., 2022).

The LASSO approach is well suited to the automation

of some steps in the model specification process, whereas

AdaBoost is an ensemble learning method that was devel-

oped to improve the performance of binary classifiers (Sai

et al., 2022). AdaBoost employs an ensemble approach to

improve the performance of classifiers by iteratively learn-

ing from mistakes (Sai et al., 2022). For each variable, a

decision stump (decision tree with only one level) is cre-

ated, and the decision tree’s ability to assign samples to target

classes is evaluated. The advantages of AdaBoost are that it

is less prone to overfitting and exhibits reduced bias. The

weaknesses are that AdaBoost is sensitive to outliers and

noise.

In our analysis, after creating the training and validation

datasets, the machine learning and deep learning modeling

activities were performed six times for each year and field.

This analysis developed a series of AI models that varied in

complexity. As soybeans matured, more information was con-

sidered by each AI model. For example, for the VE growth

stage, only data collected at the VE growth stage were used,

whereas at the R6/7 growth stage, data collected at the previ-

ous five growth stages were used by the model. This means all

AI models were first evaluated using VIs that were collected

only during the VE/VC growth stage. After each analysis, VI

information from the next growth stage (V1/V3) was added to

VIs from the previous growth stage to test the effect of com-

bining data from two growth stages for yield prediction. This

process of adding VI information in the AI modeling from

satellite passes at subsequent growth stages continued at the

soybean R1/R2, R2/R3, R4/R5, and R6/R7 growth stages, that

is, until the soybean reached full maturity. Thus, this modeling

approach resulted in training each AI model six times during

the soybean growing season.

For the DNN, the activation function was the rectified

linear unit (ReLU, or Rectifier). Different combinations of

layers, neurons, and activation functions were analyzed to

determine the optimal combination, given the input data

(Figure 3). To improve prediction accuracy, various optimiza-

tion techniques like batch normalization and dropping out

were used. Dropout was used to reduce overfitting, whereas

batch normalization was used to accelerate the learning pro-

cess by reducing covariance shift. Various hidden layers were

tested during the analysis, but in this case, five hidden layers

gave the highest prediction accuracies. The optimal number

of nodes to be assigned in each hidden layer, learning rate,

batch size, and epochs were calculated using hyperparameter

tuning.

The AI models (SVM, RF, LASSO, and AdaBoost) were

implemented using the “Scikit-learn” (Pedregosa et al., 2011)

Python library, whereas the DNN was implemented with the

TensorFlow (Abadi et al., 2016) and Keras (Chollet, 2018)

libraries. For all models, hyperparameter tuning was con-

ducted to deploy the optimal set of parameters for each

algorithm. This prevents both over- and under-fitting dur-

ing model implementation. For the DNN model, different

hyperparameters and their corresponding search grid values

were defined and different ranges of learning rate values

(0.1, 0.01, 0.001, 0.007, and 0.005) were tested. Similarly,

each hidden layer’s dropout, batch size, epoch, and neurons

were also tested. A resampling method like 10-fold cross-

validation was used to obtain validation evaluation matrices

across each iteration to decide the hyperparameter setting for

final training model selection. For SVM, the kernel func-

tion, cost, and gamma value were all considered to obtain

the final robust training model. For the RF models, the

number of trees and minimum and maximum number of data
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6 JOSHI ET AL.

F I G U R E 3 Modeling structure of the Deep Neural Network (DNN) model. RFE, recursive feature elimination; VI, vegetation index.

points in a node were determined, while for LASSO and

AdaBoost, the alpha value and number of estimators with

learning rate were considered during training model optimiza-

tion. The optimal set of hyperparameters yielding the lowest

error was then chosen as the final training model for that

algorithm.

2.6 Assessment of model performance

To evaluate the model performance, coefficients of deter-

mination (R2) and root mean square errors (RMSEs) were

calculated using Equations (1) and (2):

𝑅2 = 1 −
∑𝑛

𝑖=1
(
𝑦𝑖 − 𝑦𝑙

)2
∑𝑛

𝑖=1
(
𝑦𝑖 − �̄�

)2 , (1)

and

RMSE =
√

1
𝑛

∑𝑛

𝑖=1

(
𝑦𝑖 − 𝑦𝑙

)2
(2)

where 𝑦𝑖 and 𝑦𝑖 were the measured and predicted soybean

yield values, respectively, �̄� was the mean of all measured

yield values, and 𝑛 was the number of samples. The best per-

forming models have high R2 (closer to 1) and low RMSE

values. To assess the transferability of the year and field spe-

cific models, the field specific model created in 2019 was used

to predict the 2021 yield.

2.7 Optimum time to acquire satellite
images

The relationship between yield and surface reflectance (VIs)

at the different growth stages was determined by calculating

Pearson’s correlation (r) using the “cor” function in Rstu-

dio (R core team, 2021). To determine the optimum time

to acquire surface reflectance data, the model’s ability to

predict soybean yields at the six growth stages (VE/VC,

V1/V3, R1/R2, R2/R3, R4/R5, and R6/R7) was compared

using the DNN model. For this comparison, the DNN model

was selected for its superior performance when compared to

the other AI models. The DNN model was generated using

VI information from a single image at a specific growth stage

and did not include VI information from other images taken

at other growth stages.

3 RESULTS AND DISCUSSION

3.1 Weather and climatic conditions

In 2019, rainfall was higher than the 30-year average for all

sites (18.7%, 14.0%, and 41.1% greater in Edmunds, Ham-

lin, and Miner counties, respectively), and air temperature

was lower than the 30-year average during the growing sea-

son (8.5%, 25.2%, and 5.3% lower in Edmunds, Hamlin,

and Miner counties, respectively; Table 2). In 2021, growing

season rainfall was lower than the 30-year average (26.3%,

32.7%, and 58.4% lower in Edmunds, Hamlin, and Miner

counties, respectively), and air temperatures, relative to the

30-year average, were mixed.

At Edmunds in 2019, yields ranged from 1.0 to 3.9 Mg

ha−1 and averaged 3.0 Mg ha−1; whereas in 2021, yields

ranged from 0.3 to 4.6 Mg ha−1 and averaged 2.9 Mg

ha−1 (Figure 4a). At Hamlin, the 2019 yields ranged from

0.3 to 4.4 Mg ha−1 and averaged 2.4 Mg ha−1; whereas

in 2021, the yield ranged from 0.7 to 5.7 Mg ha−1 and

averaged 3.7 Mg ha−1 (Figure 4b). At Miner, the 2019

yields ranged from 0.7 to 4.2 and averaged 2.9 Mg ha−1,

whereas in 2021, yields ranged from 0.1 to 1.3 Mg ha−1 and

averaged 0.6 Mg ha−1 (Figure 4c). The low yields in 2021

were attributed to drought (58.4% lower rainfall during the
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JOSHI ET AL. 7

T A B L E 2 Summary of temperature and rainfall at all three study counties during 2019 and 2021 (Data source: National Oceanic and

Atmospheric Administration (NOAA), National Centers for Environmental Information, 2022).

Growing season Annual 30-year average growing season
Site Year Temp. (˚C) Rainfall (mm) Temp. (˚C) Rainfall (mm) Temp. (˚C) Rainfall (mm)
Edmunds 2019 16.2 438 3.5 686 17.7 369

2021 17.8 272 6.2 453

Hamlin 2019 13.3 515 1.5 821 17.8 452

2021 14.1 304 3.6 633

Miner 2019 17.7 748 5.6 1098 18.7 529

2021 19.5 220 8.4 449

Abbreviation: Temp., temperature.

F I G U R E 4 Histogram plot for sites in Edmunds (a), Hamlin (b), and Miner (c) showing yield distribution before aggregating to each grid in

2019 and 2021. Dashed vertical lines represent average yield.

growing season) when compared to the 30-year average

(Table 2).

3.2 Model performance

The amount of yield variation (R2) explained by the remote

sensing-based AI models at the VE/VC (seed emergence)

growth stage was relatively low. This was attributed to the

reflectance data providing more information about the soil

color than plant health. Later-season model performance

improved with the greater amount of data collected. For exam-

ple, at Edmunds in 2019, the R2 values ranged from 0.26

to 0.32 when the AI models were based only on data col-

lected at the VE/VC growth stage. Increasing the number of

images (from one image at growth stage VE to two at VE

+ V3) increased the range of R2 values (0.31–0.45). When

all images that were collected prior to R5 were included, the

percentage of yield variation explained by the models ranged

from 58% to 67% (Figure 5). Including images collected after

R5, that is, R6/R7, had a relatively low impact on model

performance.
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8 JOSHI ET AL.

F I G U R E 5 The proportion of soybean

yield explained by our five artificial intelligence

(AI) models during the testing phase at the

Edmunds, Hamlin, and Miner fields in 2019

and 2021. In this analysis, the simplest AI

model only utilized reflectance information

from a single remote sensing image acquired at

the soybean VE/VC growth stage. For each

additional growth stage, reflectance information

from an additional satellite image was acquired

and included in the model. In other words, the

AI models were built using reflectance data

available up to and including the specific

growth stage. DNN, deep neural network;

LASSO, least absolute shrinkage and selection

operator; RF, random forest; SVM, support

vector machine.

At the early growth stages, model performance was

somewhat mixed. For example, at the VE/VC stage, RF

and AdaBoost outperformed DNN. These results may be

attributed to the small number of input variables that were

poorly correlated to yield (Kang & Kang, 2017; Schmidhu-

ber, 2015). As the season progressed and more input variable

data were collected, DNN models generally outperformed the

other models. For example, at Edmunds in 2019, the R6/R7

DNN model built with data from all six growth stages had

a yield prediction R2 value of 0.65 and a RMSE value of
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JOSHI ET AL. 9

F I G U R E 6 The performance of various

artificial intelligence (AI) models in predicting

soybean yield, as indicated by root mean square

errors (RMSEs), during the testing phase for

the Edmunds, Hamlin and Miner fields in 2019

and 2021. For each additional growth stage,

reflectance information from an additional

satellite image was acquired and included in the

model. In other words, the AI models were built

using all reflectance data available up to and

including the specific growth stage. DNN, deep

neural network; LASSO, least absolute

shrinkage and selection operator; RF, random

forest; SVM, support vector machine.

0.29 Mg ha−1. The RF (R2 = 0.62 and RMSE = 0.3 Mg

ha−1), AdaBoost (R2 = 0.6 and RMSE = 0.31 Mg ha−1),

LASSO (R2 = 0.61 and RMSE = 0.31 Mg ha−1), and SVM

(R2 = 0.60 and RMSE = 0.31 Mg ha−1) models had slightly

lower R2 and RMSE values (Figures 5 and 6). These results

were attributed to batch normalization and drop-out methods

used by the DNN model (Ioffe & Szegedy, 2015). Oth-

ers have reported similar findings (Khaki & Wang, 2019;

Maimaitijiang et al., 2020; Sun et al., 2019). For example,

Maimaitijiang et al. (2020), in a small plot study, reported
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10 JOSHI ET AL.

that the DNN model based on unmanned aerial vehicle-based

remote sensing explained 72% of yield prediction variabil-

ity. In the modeling of county-level data, Sun et al. (2019)

reported that a convolutional neural network based on multi-

ple moderate resolution imaging spectroradiometer (MODIS)

images performed better than the other models tested.

The model’s transferability was assessed by comparing the

yield predictions to measured values at a site where data from

the site were not used in training. In this analysis, the DNN

model based on data collected in 2019 was used to predict

yields in 2021. In all cases, the R2 values decreased from 2019

(data used in training) to 2021 (data not used in training).

For example, the R2 value of the DNN model for Edmunds

decreased from 0.70 to 0.40. Similar results were observed

at Hamlin, where the R2 values decreased from 0.52 to 0.35,

and at Miner, where the R2 values decreased from 0.73 to 0.32.

These decreases indicate that models created for one field and

year have limited transferability to other fields. To assess if

this limitation could be minimized, the datasets for all sites

and years were combined. In this analysis, the R2 values of

models created with VI data up to R6/R7 across years and sites

were 60%, 67%, 64%, 65%, and 54% for the AdaBoost, DNN,

LASSO, RF, and SVM models, respectively. It was interesting

that, when compared to the year- and field-specific models,

combining the 2 years and three fields into a common dataset

had a minimal impact on R2 values. This analysis has several

implications. First, additional work needs to be conducted to

assess the model’s ability to predict soybean yield with VI

data for fields not used to train the model. Second, the DNN

model performed better than the other models. Third, it may

be possible to create models that provide accurate, precise,

and realistic site-specific soybean yield predictions from VI

data. Fourth, accurate soybean yield predictions might then be

used for later precision crop management, harvest planning,

and marketing.

3.3 Selecting the best time to acquire
satellite images

It is critical to determine the best time to acquire satellite

images for the prediction of soybean yield. Just after soy-

bean emergence (VE/VC), all VIs were poorly correlated to

soybean yield at all three locations (Figure 7). As soybean

plants matured, the correlations coefficients (r) improved.

The correlation coefficients between individual VI and soy-

bean yields were highest for satellite images acquired at either

R2/R3, R4/R5, or R6/R7 growth stages.

To further determine the best time to acquire satellite

images for soybean yield prediction, the DNN model was

used because it generally outperformed the other approaches.

For this purpose, separate DNN models were built to predict

soybean yields using plant reflectance information acquired

from a single satellite image at a specific growth stage.

Across all study fields and years, we found that the DNN

model, using remote sensing data collected at VE/VC, had

the lowest R2 and largest RMSE (Figure 8). As the crop

matured from VE/VC to R4/R5 (which occurred in the end

of August), the R2 values increased while the RMSE val-

ues decreased progressively. This indicates that the DNN

model, based on satellite images acquired at later growth

stages, particularly R4 and R5, explained more yield vari-

ability. Thus, surface reflectance information collected at the

soybean R4/R5 growth stage was the most important, whereas

images collected at the VE/VC growth stage were the least

important.

At the Hamlin field, slightly different results were observed

during the 2019 growing season, where the maximum R2

and minimum RMSE occurred at the R6/R7 growth stage

(Figure 8), which might be due to the indeterminate growth

characteristic of the soybean crop. A study conducted by You

et al. (2017) and Khaki et al. (2021) also found that August

satellite images had the highest accuracy, with the lowest

RMSE, for soybean yield prediction. Based on these results,

we conclude that the best time to acquire satellite images is

at later soybean reproductive stages. This is critical to fast

and timely predictions of soybean yield over large geographic

regions.

4 CONCLUSIONS

An important component of implementing precision farming

is the ability to quantify the potential benefits. This involves

predicting yields. Historically, soybean yields are estimated

by determining the number of plants per hectare, the num-

ber of pods per plant, the number of seeds or pods, and the

weight of each seed. These estimates are often correlated to

plant biomass, but this is not always the case. The primary

problems with physical measurements are cost, accuracy, and

low suitability for precision farming.

Estimating soybean yield is complicated by the soybean

plant that can either have determinant or indeterminate

growth characteristics and low harvest indexes. Indeterminant

growth means that if the environment is favorable, the plants

will continue growing (Schoving et al., 2022). This study

showed that remote sensing could be used to predict soybean

yield in large production fields planted with indeterminant

cultivars.

Realistic yield estimates at earlier soybean growth stages

are needed for numerous purposes, including pest man-

agement input decisions, crop marketing, price forecasting,

insurance, and harvest planning. The analysis across fields

and years suggests that AI models can be created to make

relatively accurate within-field soybean yield predictions.

In the past, most yield predictions were based on remote
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JOSHI ET AL. 11

F I G U R E 7 Correlation coefficients (r)

between yield and vegetation indices (VIs)

calculated for the different soybean growth

stages at the Edmunds, Hamlin, and Miner

study sites. DVI, difference vegetation index;

GCI, green chlorophyll vegetation index;

GNDVI, green normalized differential

vegetation index; MSAVI, modified

soil-adjusted vegetation index; MTVI, modified

triangular vegetation index; NDVI, normalized

differential vegetation index; NGRDI,

normalized red–green difference index; RDVI,

renormalized difference vegetation index; RVI,

ratio vegetation index; SAVI, soil adjusted

vegetation index; TGI, triangular greenness

index; VARI, visual atmospheric resistance

index.

sensing data collected during the late vegetative and early

reproductive stages.

Different models exhibited different predictive abilities.

Generally, the DNN models outperformed the other mod-

els. We also discovered that the timing of surface reflectance

collection is crucial for improved prediction accuracy. The

correlation analysis revealed that reflectance data collected at

the R4/R5 or R6/R7 growth stages were highly correlated with

yield and that models based on this information explained

the most yield variability. Overall, field-scale soybean yield

prediction can be accomplished by combining satellite-based

remote sensing and AI algorithms. It is likely that the models
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12 JOSHI ET AL.

F I G U R E 8 Change in deep neural network (DNN) model performance (R2 and root mean square error [RMSE]) on the testing dataset due to

the individual satellite image taken at six different growth stage for the Edmunds, Hamlin, and Miner study sites.

could be improved by including weather, chlorophyll fluores-

cence, and soil parameters (V. R. Joshi et al., 2021; Joshi et al.,

2023a). Though DNN has been found to be the best predic-

tion model, its limitations include the need for large datasets

containing a large number of input variables and the need for

high-speed computer processing.
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